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Abstract
Background Artificial intelligence (AI) applications present opportunities to enhance the diagnosis, prognosis, and 
treatment of various diseases. To successfully integrate and utilize AI in healthcare, it is crucial to understand the 
perspectives of healthcare professionals and to address challenges they associate with AI adoption at an early stage. 
Therefore, the aim of this review is to provide a comprehensive overview of empirical studies that explore healthcare 
professionals’ perspectives on AI in healthcare.

Methods The review was conducted according to the Preferred Reporting Items for Systematic Reviews and Meta-
Analyses framework. The databases MEDLINE, PsycINFO, and Web of Science were searched in the timeline of 2017 
to 2024 using terms related to ‘healthcare professionals’, ‘artificial intelligence’, and ‘perspectives’. Eligible were peer-
reviewed articles that employed quantitative, qualitative, or mixed-methods approaches. Extracted facilitating and 
hindering factors were analysed according to the dimensions of the socio-ecological model.

Results Our search yielded 4,499 articles published up to February 2024. After title abstract screening, 150 full-texts 
were assessed for eligibility, and 72 studies were ultimately included in our synthesis. The extracted perspectives on 
AI were thematically analyzed using the socioecological model in order to identify various levels of influence and to 
categorize them into facilitating and hindering factors. In total, we identified 49 facilitating and 43 hindering factors 
across all levels of the socioecological model. 

Conclusions The findings from this review can serve as a foundation for developing guidelines for AI 
implementation adressing various stakeholders, from healthcare professionals to policymakers. Future research should 
focus on the empirical adoption of AI applications and, if possible, further examine the hindering factors associated 
with different types of AI.
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Introduction
Artificial intelligence (AI) is increasingly being used 
to process and interpret large sets of medical data [1]. 
Despite the ongoing development and testing of AI appli-
cations in healthcare, the implementation of medical AI 
systems in clinical care remains in its early stages [2, 3]. 
AI technology has broad applications within healthcare, 
including diagnosis and treatment, promoting patient 
engagement and adherence, and supporting adminis-
trative processes [4]. For example, AI could potentially 
predict critical diseases or health events before they 
occur [5] or by assessing the relative risk of disease for 
individuals, AI could inform preventive measures [6, 7]. 
Furthermore, AI can also be applied to medical research 
and drug development (e.g., automated manufacturing), 
health systems management and planning (e.g., resource 
allocation), and public health activities (e.g., health pro-
motion, surveillance, and outbreak response) [5, 8, 9].

To realize these potentials, the implementation of AI in 
healthcare requires an understanding of the perspectives 
of key stakeholders, including healthcare professionals, 
patients, health managers, leaders, and regulators, who 
will use or be affected by this emerging technology [10]. 
For this purpose, a systematic review of the hindering 
and facilitating factors affecting the implementation of 
a technology or program can provide stakeholders with 
relevant information [11]. This knowledge can help iden-
tify potential challenges, mitigate risks, and maximize the 
benefits associated with medical AI in clinical applica-
tions, informing the development of targeted strategies 
for professionals directly impacted by its implementation.

Several reviews have already examined the perspectives 
of various stakeholders. For example, a review by Young 
and colleagues [12] summarized the literature on patient 
and public attitudes toward AI applications in health-
care. Other reviews have focused on the perspectives of 
healthcare professionals on topics not directly involving 
patient care, such as research and drug development [13, 
14]. Therefore, this systematic review’s aim is to provide a 
comprehensive synthesis of available evidence on the fac-
tors that hinder or facilitate AI’s role in patient care from 
the perspective of healthcare professionals. This, in turn, 
enables a deeper examination of how healthcare profes-
sionals perceive AI’s impact on their roles, as well as its 
implications for their organizations and patients. To bet-
ter account for the dynamic interaction of facilitating and 
hindering factors operating at multiple societal levels, 
we utilize the socio-ecological model (SEM). This model 
helps identify both individual determinants and contex-
tual influences on healthcare professionals’ behaviour, as 
well as their ability or inability to implement and utilize 
AI in practice. In this review, the SEM places healthcare 
professionals at the center, surrounded by five levels of 

influence: individual, interpersonal, institutional, com-
munity, and policy (see Fig. 1).

This systematic review is based on the main research 
question: “What are the perceived hindering and facili-
tating factors for the implementation and use of AI 
by healthcare professionals that are involved in direct 
patient care?”. While a recent integrative review by Lam-
bert et al. [15] explored the facilitators and barriers influ-
encing AI acceptance among healthcare professionals, 
this review adds to this approach in several ways. Lam-
bert et al. presented their results based on the Unified 
Theory of Acceptance and Use of Technology (UTAUT), 
which explains a user’s intention to adopt information 
technology systems. In contrast, the present systematic 
review places greater emphasis on contextual factors, 
such as specific fields of medicine, adapting the SEM as 
its theoretical framework.

Additionally, Lambert et al. primarily included stud-
ies on Clinical Decision Support Systems (CDSS) and 
limited their review to hospital settings. To account for 
the differences among AI types, this review employs the 
typology proposed by Davenport and Kalakota, which 
categorizes AI systems into machine learning, natural 
language processing models, rule-based expert systems, 
and robotic process automation [4]. Finally, the search 
conducted by Lambert et al. in June 2022 was followed by 
a significant increase in AI-related studies in medicine, 
which could be included in this review.

The paper is structured as follows: The introduction 
presents an overview of previous research on the topic 
and highlights the review’s unique contributions to the 
literature. The methods section outlines the methodolog-
ical approach for searching, screening, extracting and 
synthesizing data from the included studies. Descriptive 
results are presented based on the Preferred Report-
ing Items for Systematic Reviews and Meta-Analyses 
(PRISMA) flow diagram and key study characteristics. 
Data analysis and synthesis results are categorized in 
facilitating and hindering factors, structured according 
to the dimensions of the SEM. In the discussion, find-
ings are interpreted in relation to the healthcare profes-
sionals’ perspectives on the anticipated changes of AI on 
their professional role, their organizations, and patients. 
Also, the study’s limitations are addressed. The conclu-
sion summarizes key insights and provides an outlook on 
future research.

Methods
Eligibility criteria
Our research methodology followed all required ele-
ments of the 2020 PRISMA checklist for systematic 
reviews (see Additional file 1) [16], except for a quality 
appraisal of included studies. Given that our aim was on 
describing the variety of perspectives among healthcare 
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professionals rather than synthesizing findings across 
studies to determine the size of an effect or compare 
study results, no formal assessment of study quality was 
performed. Eligible studies were peer reviewed articles 
investigating healthcare professionals’ perspectives on 
clinical AI, either hypothetical or already implemented 
in patient care. Only studies in English and German were 
included due to the linguistic expertise of the research 
team. Primary empirical studies that examined perspec-
tives on AI of healthcare professionals working in direct 
patient care (e.g., physicians, nurses, medical-technical 
staff, etc.) were included. The same applies for quanti-
tative, qualitative and mixed-methods studies. Articles 
were excluded if not based on primary research or if the 
reports focused only on general technological develop-
ment, not AI specifically. Moreover, articles investigating 
healthcare professionals with no direct patient contact 
or substantial experience such as students or labora-
tory workers as well as mixed populations (patients and 
professionals together, if not reporting stratified results) 
were excluded. Finally, we excluded reviews, comments, 
case reports, letters, editorials and other forms of grey 
literature (e.g., theses, conference proceedings) since only 
empirical studies to review healthcare professionals’ per-
spectives regarding the (hypothetical) use of AI in health-
care were of interest.

Study selection and data extraction
MEDLINE via PubMed, as well as the PsychInfo and 
Web of Science databases, were searched on February 
14, 2024. Search terms were clustered in three seach con-
cepts: artificial intelligence, healthcare professionals, and 
perspectives. The search was restricted to original articles 
published in 2017 or later since following the first FDA 
approval of AI/ML medical technologies in the year 2016, 
with three approvals at the end of the year 2017 [17], 
there has been exponential growth in the application of 
AI in healthcare [18]. Finally, the filter 'NOT review' was 
applied in all searches to exclude reviews from the search 
results. The detailed search strategies are listed in the 
appendix (see Additional file 2). Identified studies from 
the databases were extracted to Endnote (Clarivate Ana-
lytics, Version 21.3) and automatically screened for dupli-
cates. Titles and abstracts of the retrieved reports were 
initially read by two reviewers (SH, MK). Consequently, 
two independent reviewers (SH and DH) screened the 
full texts of articles that seemed eligible for inclusion. 
Disagreement between SH and DH was solved by discus-
sion and in consultation with MK. Data extraction was 
performed independently by three reviewers (DH, MK, 
SeS) using MS Excel. In accordance with common prac-
tice for quantitative survey studies, factors with a level of 
agreement ≥ 70% were extracted and included in the pres-
ent review [19]. This means, items that received a level 

Fig. 1 Socio-ecological framework for healthcare professionals’ perspectives on the facilitating and hindering factors to implementing and utilizing AI 
in healthcare
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of agreement less than 70% of the total study participants 
were excluded. In qualitative studies all factors were 
extracted. Risk of bias and certainty assessments were 
not applicable [20].

Synthesis of results
For the synthesis of results, the extracted facilitating and 
hindering factors were thematically analyzed and catego-
rized into themes [21]. A facilitating factor is defined as 
one that positively influences healthcare professionals' 
perceptions of AI in patient care, while a hindering factor 
refers to elements that negatively impact their perscep-
tion of AI in the workplace. The coding strategy consisted 
of three stages: i) initial coding: remaining open to all 
possible themes indicated by initial readings of the arti-
cles, ii) focused coding: categorizing the data inductively 
based on thematic similarity, and finally iii) theoretical 
coding: integrating thematic categories [22]. Figure  2 
illustrates the analysis process.

Socio-ecological model
The facilitating and hindering factors are categorized and 
analyzed using the socio-ecological model as a reference 
framework developed by Urie Bronfenbrenner [23]. The 
SEM framework is widely applicable to various factors 
affecting health systems and practices [24–27] making it 
well-suited to assess the complex influences on AI imple-
mentation across different contexts.

The thematic phrases were placed into one or more 
contextual levels of influence across the SEM. Firstly, the 
individual level describes behaviors as well as knowledge, 
attitudes, and perspectives. Individuals' knowledge, per-
spectives, and experiences are key in influencing their 
response in any given situation. In implementing AI into 
practice, the responsibility for delivering patient care 
extends across healthcare professionals, each with vari-
ous backgrounds, training, and motivation for their role. 
Secondly, interpersonal factors describe relationships and 
networks developed by individuals with their coworkers 
or professionals in clinical settings. Thirdly, institutional 

factors include operational elements and aspects of the 
physical environment that contribute to how success-
fully they can implement AI, including technical aspects 
of AI. Fourthly, the community level covers the relation-
ship of healthcare professionals with other organizations 
and media, which can affect their ability to implement 
AI. Finally, the policy level includes local, state, and fed-
eral policies and laws that regulate or support actions and 
practices in medicine. The results are presented in tabu-
lar form according to SEM dimensions in the result sec-
tion, inspired by the work of Ma et al., [25].

Results
Study selection
The literature search identified 4,499 records. Of the ini-
tial dataset, 761 duplicates were removed as well as 22 
non‐English or non-German studies. Consequently, 3,716 
articles were screened based on title and abstract thereby 
excluding another 3,565 records. Next, 151 articles were 
read for detailed evaluation of which one article [28] was 
not retrievable even after contacting the corresponding 
author. Of the remaining 150 studies, 72 were eligible 
for inclusion. Figure 3 depicts the flow of study selection. 
The reasons for study exclusion were other intervention 
(n = 7), outcome (n = 27), study design (n = 5), population 
(n = 37), or study type (n = 1) and study retraction (n = 1). 
The reasons for exclusion are summarized in the appen-
dix (see Additional file 3).

Study characteristics
In the appendix the key characteristics of the included 
studies containing the facilitating and hindering fac-
tors identified are depicted (see Additional file 4). The 
analysis of 72 articles revealed diverse perspectives from 
healthcare professionals across various regions. The stud-
ies were roughly distributed geographically as follows: 
33 were conducted in Europe, 16 in Asia, 12 in America, 
four in Africa, and three in Australia, while four stud-
ies spanned multiple countries. These studies collec-
tively investigated the perspectives of 15,325 healthcare 

Fig. 2 Illustration of the analysis process of a facilitating factor
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professionals, including lab technicians, midwives, 
nurses, physical therapists, among others, and physi-
cians from different medical specialities. The healthcare 
professionals were predominantly from the specialities of 
radiology (n = 20), primary care (n = 4), oncology (n = 4), 
orthodontics (n = 3), sexual and reproductive health 
(n = 3), (neuro)surgery (n = 3), ophthalmology (n = 3), 
pathology (n = 2), physical therapy (n = 2), pharmacy 
(n = 2), dermatology (n = 2). Additionally, other special-
ties included psychiatry (n = 1), otolaryngology (n = 1), 
emergency medicine (n = 1), gastroenterology (n = 1), 
haemodialysis (n = 1), paediatricians (n = 1), nephrology 
(n = 1), venereology (n = 1), and anaesthesiology (n = 1), 
with several studies not specifying the healthcare profes-
sionals' field of medicine. Methodologically, the research 
comprised 43 quantitative studies, 17 qualitative studies, 
and 12 employing mixed-methods designs.

The included studies showed that the actual imple-
mentation of AI systems in healthcare settings is still a 
work in progress. Most of them (n = 62) evaluated hypo-
thetical deployment or scenario-based implementation 
of AI tools. The majority of studies were either machine/
deep learning (30/72) or AI in general not specifying the 
type of AI (29/72). A handful of studies could be clearly 

assigned as “natural language processing models” [29–32] 
or “rule-based expert systems” [33–36]. Figure 4 depicts 
the different types of AI stratified by the field of medi-
cine. It was not possible to differentiate between hinder-
ing and facilitating factors by the type of AI due to the 
limited number of studies that could be clearly assigned 
to the AI type.

Facilitating factors
Fifty-eight of the 72 studies included in this review 
described facilitating factors of healthcare profession-
als for the use of AI in healthcare settings (Table 1). The 
facilitating factors are discussed according to individual, 
interpersonal, institutional, community and policy lev-
els. Overall, 49 different facilitating factors were identi-
fied across multiple levels of the social-ecological model. 
Most facilitating factors were identified at the individual 
level (n = 14) and institutional level (n = 19), while fewer 
factors were found at the interpersonal level (n = 3) and 
community level (n = 4).

Individual level
Five studies reported on the facilitating factors at the 
indivudual level that encourage greater knowledge about 

Fig. 3 PRISMA flow diagram of studies in the review
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AI by healthcare professionals, including being familiar 
with AI [34, 37, 38], having time to trial the AI applica-
tion in their practice [39] and receiving education and 
training programs [39] as well as conferences and sci-
entific networks [40] as opportunities to learn about 
them. Eight studies reported on facilitating factors that 
relate to the professionals’ attitude towards their profes-
sion, such as as reducing their fear of job superflousness 
[41, 42]. Healthcare professionals would prefer to see 
themselves as retaining the overall control of the treat-
ment process of their patients and that AI is used as a 
decision-support and not a replacement [36, 39, 44, 45], 
while also acknowledging that AI can also serve as a tool 
for educational purposes [38] and can lead to more self-
assurance in their decisions [43]. Ten studies describe 
factors relating to AI’s impact on their clinical tasks, such 
as an overall decreased time spent on repetitive medical 
and non-medical tasks [30, 40, 46, 52–55] and the pos-
sibility to delegate other tasks to AI [47], which in turn 
could allow them to focus more time and focus on direct 
interaction with their patients or other perceived criti-
cal tasks [45, 56]. Furthermore, the professionals believe 
that AI would increase their efficiency in managing medi-
cal information and knowledge, by being granted quick 
access to vast amounts of knowledge with the ability to 
scan and summarize relevant information effectively with 
the help of AI [29, 30, 46–49] or being able to handle big-
data records in real-time [50, 51]. Other facilitating fac-
tors include the ease of use and user-friendliness of AI 
technology, ensuring that it is accessible and usable for 
healthcare professionals [36, 38, 39].

Interpersonal level
Five studies reported on facilitating factors at the 
interpersonal level, highlighting positive implications 

for relationships with patients and interactions with 
coworkers. Positive developments in their interaction 
with patients are mainly seen through enhanced com-
munication [30, 32] with the ability to provide immedi-
ate responses support with chatbots or using AI tools 
for translating and communicating with patients who 
speak different languages. In terms of relationships with 
coworkers, AI facilitates better teamwork and coordi-
nation among healthcare professionals [30, 35, 57] but 
require also to foster collaboration across different pro-
fessionals teams, such as AI specialists, physicians, and 
IT professionals [36]. For example, one paper suggests 
that “ChatGPT could enhance collaboration among 
healthcare teams by facilitating communication, shar-
ing knowledge and insights, and coordinating care across 
multiple providers” [30].

Institutional level
Facilitating factors were linked to medical decision-mak-
ing within clinical settings, efficient workflows and pro-
cesses in clinical settings, and general improvements in 
the quality of care. In terms of medical decision-making 
in clinical settings, most studies reported on benefits 
relating to a better diagnostic quality in either improved 
sensitivity and specificity or reducing the likelihood 
of missed diagnoses [31, 33, 38, 44, 46, 52, 55, 60–75]. 
More specified uses were seen in treating complex cases 
by being able to connect multiple sources of informa-
tion (e.g. drug interactions) [29, 34, 54, 58], supporting 
the risk assessment for the determination of appropriate 
patient pathways [33, 76], as well as, providing personal-
ized treatment recommendations such as providing tai-
lored recommendations and treatment plans based on 
the patient’s medical history, preferences, and lifestyle 
factors [30, 32], a general decision support [45, 59] or 

Fig. 4 Field of medicine (reported n > 1) stratified by “type of AI”. AI = artificial intelligence, ML = machine learning, NLPM = natural language processing 
model, RES = rule-based expert systems
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offering second opinions to improve treatment accuracy 
[60–62].

Regarding the perceived benefits of using AI for the 
workflows and processes in institutional settings, many 
studies reported an expected increase in overall efficiency 
[38, 41, 44, 45, 55, 56, 62, 67, 77–80] as a facilitating fac-
tor, a reduction in overall workload [82–84] or improved 
time management [52, 66]. Further facilitating factors 
were seen as general optimization of clinical processes 
[46, 57, 81], which would also allow for a betterment in 
standardized reporting [69] and monitoring alert of haz-
ards and complications in real time [42, 57], contributing 
to safer clinical environments.

The main quality of care benefits from AI integration is 
seen as an overall improvement in clinical outcomes [33, 
54, 55, 79, 80, 84] by increasing patient safety [32, 46, 49, 
72] and enhancing medical standards [85]. Furthermore, 
AI contributes to better clinical outcomes and ensures 
consistency of care by mitigating human factors like 
exhaustion [46, 61, 66]. It also might aid in achieving ade-
quate timeliness of care for the patient [44] and grounds 
therapeutic decisions in scientific objectivity [69].

Community level
Seven studies reported on facilitating factors on commu-
nity level, that mainly address the research community. 
Hereby, a facilitating factor is that the outcomes and clin-
ical effectivenes of AI applications should be evidence-
based, ideally relying on large randomized controlled 
trials (RCTs) to support claims about its effectiveness and 
safety [36, 38, 39, 42, 58], while the development process 
itself should be transparent [63] and the AI system used 
should be explainable and verifiable [63]. Furthermore, 
endorsements from leaders within their fields, academic 
societies, and trusted experts lend credibility and accep-
tance to AI technologies [38, 52]. No further facilitating 
factors for other communities could be identified.

Policy level
Facilitating factors at the policy level included health-
care system support as well as ethical and legal consid-
erations. Support for the healthcare system includes 
relieving the currently experienced workforce crisis by 
healthcare professionals [40, 44]. AI applications would 
offer system-wide potential to enhance care delivery by 
improving cost and time efficiency [44]. Overall system-
wide benefits for patients are seen in an improved access 
to healthcare services [32, 59, 60, 71], for instance by 
establishing remote support for patients [34], and by 
improving population health indicators by supporting 
measures of disease prevention and health promotion 
[79]. Ethical facilitators are seen insofar that AI systems 
would not discriminate against patients [44, 86] while 
also providing equal care to all which is evidence-based, 

ensuring that all patients receive fair and equitable treat-
ment [54, 65]. For example, Turkish specialists in emer-
gency departments believe that AI could be as sensitive 
to issues of non-discrimination as humans, if not more so 
[86]. Finally, clear legal frameworks are essential [37, 38, 
40], covering aspects such as data protection and liability, 
to safeguard patient information and provide clarity on 
the responsibilities and accountabilities associated with 
AI use in healthcare.

Hindering factors
Fifty-five of the 72 studies included in this review 
described hindering factors of healthcare professionals 
for the use of AI in a healthcare settings from which 43 
different hindering factors were extracted (Table 2). Most 
hindering factors were identified at the individual (n = 11) 
and institutional levels (n = 13), while fewer factors were 
attributed to the interpersonal level (n = 6).

Individual level
At the individual level, several hindering factors were 
identified, concerning the knowledge of AI, attitudes 
towards the profession, and working with AI, as well as 
other aspects such as technology overload. Knowledge of 
healthcare professionals about AI is limited [32, 42, 52, 
55, 59, 69, 71, 76, 80, 83, 87, 89, 90] and hindered by a 
lack of suitable education programs [37, 56, 87, 88], time 
constraints of healthcare professionals to make use of 
education programs [37, 39, 40], and advanced age of 
healthcare professionals, which may affect their ability to 
adapt to new technologies [39]. Eleven studies reported 
hindering factors related to the anticipated negative 
impact on their roles and profession and are influenced 
by a fear of job replacement [32, 38, 48, 91] and a fear of 
dependency on AI as well as overreliance on technol-
ogy, and concerns about loss of competency [30, 58, 61, 
69, 73, 76]. Additionally, the evolving job requirements 
to integrate AI into practice may be an additional burden 
[58]. Working with AI presents challenges such as con-
flicts of opinion between healthcare professionals and AI 
systems [92], the use of outdated information by AI [30], 
and worrying about increasing the overall workload [31, 
32, 38, 61].

Interpersonal level
Nineteen studies reported on the hindering factors at 
the interpersonal level that concerned the relation-
ship between healthcare professionals and patients. AI's 
lack of empathy and human touch, considered essential 
in healthcare, can diminish this relationship [30, 32, 46, 
47, 52, 77, 78, 82, 83]. Additionally, communication with 
patients may be hindered if AI takes over the primary 
conversational role [29, 82]. Further hindering factors can 
be seen in the necessary disclosure of AI use to patients, 
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as patients may be wary or mistrustful of AI involvement 
in their care [30]. Hence, patients should have the right 
to know if they are interacting with an AI or a human 
teleconsultant, which can be a burden in terms of trans-
parency, privacy and trust. Furthermore, patient compli-
ance may depend on the user friendliness of AI systems, 
with less user-friendly technologies potentially leading 
to reduced adherence to medical advice and treatment 
plans [43].

Institutional level
At the institutional level, various factors impede the inte-
gration of AI in clinical decision-making, organizational 
readiness, and cost management. In clinical settings, reli-
ability issues can arise from outdated AI systems, leading 
to trust concerns [30, 69, 76, 93]. The main hindering fac-
tor for the implementation of AI is seen by the health-
care professionals in the possibility of clinical errors that 
can lead to patient harm [30, 31, 38, 40, 46, 52, 55, 81, 
84, 85]. This risk is mainly attributed to AI’s inability to 
adequately consider patient diversity and complex cases 
[29–35, 48, 52, 55, 61, 76, 83], which may prevent AI 
from functioning effectively in specific contexts [46] or 
expose limitations in its programming scope [32, 83].

Organizational readiness mainly refers to the struc-
tural requirements to successfully implement AI applica-
tions in healthcare organizations. For instance, the lack 
of responsible personnel [87], insufficient funding [42], 
overall lack of organizational support [37], such as from 
the organization’s leadership, and compatibility issues 
between AI systems and existing clinical treatment meth-
ods as well as the in-use digital system [62] are seen as 
key hindering factors. Furthermore, the high costs of 
implementation [39, 54, 75, 83, 91], necessary education 
and training [83], as well as development and acquisition 
of AI technologies [83, 91] are financial barriers.

Community level
At the community level, hindering factors were associ-
ated with how services are provided at healthcare orga-
nizations and how AI systems are developed within 
research and development communities. In healthcare 
organizations, the dehumanization of healthcare [29, 
47] is seen as hindering factor. Furthermore, commer-
cial interests of private companies that develop AI sys-
tems might be untrustworthy [37, 38, 45], including a 
fear that AI systems might be used inappropriately by 
health insurance companies [69]. For the organizations 
that perform research and development of AI systems, a 
lack of transparency in the development and validation 
of AI systems [33, 36, 38], bias in training data (such as 
issues related to skin color) [38], and concerns about the 
explainability and interpretability of AI systems [37, 39] 

are seen as obstacles to effective implementation and AI 
technologies.

Policy level
At the policy level, hindering factors are categorized into 
broader healthcare system issues and more specific ethi-
cal and legal issues related to the use of AI and the con-
sequences thereof. Concerning the implementation of AI 
in the healthcare system, healthcare professionals worry 
about divesting large amounts of resources in health-
care away from the provision of healthcare services to 
large technology companies [65], while also fearing that 
the system lacks an adequate reimbursement model for 
financing AI systems in healthcare organizations [31]. 
Broader equity issues are seen insofar that the use of AI 
can increase health inequalities in the population [32, 61], 
including creating different classes of healthcare quality 
in the organizations that use AI and in those that do not, 
given AI improves healthcare quality [38]. Healthcare 
professionals’ concerns about legal issues include unclear 
responsibilities between AI and physicians [41, 65, 86], 
questions of liability and accountability in the face of 
clinical errors [30, 31, 61, 65, 70, 76, 80] concerns about 
data security and privacy of patient data [30, 38, 45, 46, 
52, 65, 76, 91], and the lack of comprehensive regulatory 
policies governing AI in healthcare [45, 56, 64].

Discussion
This review demonstrates that categorizing perspectives 
of healthcare professionals according to the character-
istics of the SEM helps to understand the hindering and 
facilitating factors for the use of and attitudes towards 
AI applications. Furthermore, it allows to identify rec-
ommendations for taking action for mitigating barriers 
or strengthening facilitators at the different SEM levels. 
A large part of the included studies (n = 34) were pub-
lished from the year 2022 onwards, which demonstrates 
the need for an upate on the perspectives of healthcare 
professionals on AI applications, as the emergence of AI 
tools is continuously rising. Thus, more recent studies 
could be included in this study than similar reviews up 
to this point [15]. An initial intention of this review was 
to highlight differences in facilitating and hindering fac-
tors for different types of AI applications. However, no 
differences could be identified due to the low amount of 
studies that could be clearly categorized into the different 
types of AI according to Davenport and Kalakota, [4].

To contextualize the findings, the most frequently 
identified hindering and facilitating factors of the differ-
ent SEM dimensions are shortly summarized, discussed 
and recommendations derived thematically according to 
the healthcare professionals perspectives about how AI 
applications might impact (i) healthcare professionals, 
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(ii) patient care settings, (iii) patient outcomes. A reflec-
tion of limitations concludes the discussion section.

Healthcare professionals (“How does AI impact me as a 
healthcare professional?”)
The potential positive effects that can be accomplished 
by the use of AI applications for work-related tasks are 
seen as one of the most prominent facilitating factors by 
healthcare professionals. Increased efficiency is mostly 
reported in general terms, but more concrete examples 
state that working with AI can improve individual work-
flows and time management by providing quick access 
to (summarized) relevant information, but can also 
decrease the time spent on administrative or repetitive 
tasks, such as scheduling appointments, reminders to 
patients or prescription refills [30]. Tasks such as sum-
marizing information, performing administrative tasks 
or scheduling appointments can be performed by NLPM, 
such as ChatGPT [95, 96]. In this review, only four stud-
ies focused on NLPM applications in medicine [29–32]. 
Hereby, perceived hindering factors were a reduction of 
human touch in medical care, communication challenges 
wih patients and open questions about the liability and 
accountability as well as security and privacy issues of 
patient data, which are further discussed in the follow-
ing sections. These hindering factors all relate to tasks of 
direct patient care, whereas some perceived and expected 
efficiency gains as pointed out in this review, are not 
necessarily directly related to medical tasks but also to 
administrative tasks or the healthcare professionals' own 
knowledge management.

AI applications that impact the work conditions and 
workflows for direct patient care also need to account 
for the fact that many healthcare professionals express 
a fear or concern of (future) dependency on AI applica-
tions, insofar that their own skills and competencies may 
diminish as a consequence of relying too much on the 
technology. These concerns are not necessarily AI spe-
cific and have been voiced at earlier technological devel-
opments in medicine, such as with the implementation of 
the electronic health record [97]. It is difficult to ascer-
tain if AI implementation will lead to a loss of clinical 
skills. However, to compensate the use of AI will demand 
the development of new skills of healthcare profession-
als, e.g. information management skills, and strengthen 
the skills that AI most likely cannot substitute for such as 
communication capabilities and empathy [98].

Also, a lack of general knowledge about AI or adequate 
educational programs, or not being able to participate in 
educational programs are considered hindering factors 
in either having or acquiring the necessary knowledge 
about AI applications. One way to mitigate this factor is 
to develop medical curricula and educational methods to 
train future doctors the fundamentals of AI, its effective 

use in practice, and AI-supported healthcare delivery 
[99]. However, as the knowledge gaps persist in the cur-
rent generation of active healthcare professionals it might 
be necessary to increase further training opportunities in 
the workplace or as part of a professional continuing edu-
cation programs.

Healthcare organisations (“How does AI impact my 
healthcare organisation?”)
A variety of facilitating and hindering factors are seen by 
healthcare professionals in the impact AI might have on 
the patient care setting. Here, the prospect of increased 
efficiency in the healthcare organization is seen as facili-
tating factor on the institutional level that might also 
relieve tensions in the overall workforce crisis on the 
healthcare system stemming from the increased lack of 
healthcare personnel. Also, abilities of AI applications, 
such as improving diagnostic accuracy or connecting mul-
tiples sources of information to detect drug interactions or 
potential contraindications, which can lead to personalized 
recommendations and offer second opinions, showcase 
the expected impact of AI that healthcare professionals 
believe it will have on the patient care setting. However, to 
realize the potential benefits that AI might bring to patient 
care settings, it is important that the organizations are pre-
pared for the implementation of the new technologies and 
can adequately support its staff in adapting to it.

As indicated in this review, barriers at the organ-
isational level can be structural, such as lack of tech-
nical infrastructure, initial funding or long-term 
reimbursement models, but also because there is a lack 
of responsible personnel or department dedicated to the 
implementation of AI applications in healthcare organi-
zations or policy level. For instance, in Germany regula-
tions and governance issues have delayed the nationwide 
implementation of rather basic healthcare technolo-
gies, such as the electronic health record [100]. For the 
implementation of new technology, studies highlight 
the relevance of individuals (“healthcare leaders”) in the 
adaptation process in healthcare organizations [101]. For 
instance, the inclusion of clinical personnel as advocates 
(“champions”) for a new technology is a positive factor 
for implementation of new technologies in healthcare 
organizations [102]. Thus, identifying the right persons 
to drive those changes in the organizations might be an 
important factor for overcoming a variety of hindering 
factors. This notion resonates further with the finding of 
this review that the endorsement of trusted experts or 
health leaders constitutes a facilitating factor for using AI 
by healthcare professionals [38, 52].

To address hindering factors surrounding the patient 
care setting, governments and healthcare organizations 
should prioritize investment in digital health infrastruc-
ture. Furthermore, specialized departments should focus 
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on AI strategy and implementation, managed by per-
sons in leadership roles, who are responsible for over-
seeing the integration of AI into clinical and operational 
processes.

Patient outcomes (“How does AI impact my patients?”)
Another topic for which both facilitating and hindering 
factors were identified relate to the healthcare profes-
sionals' perspectives about the impact of AI applications 
on their patients’ health and well-being. Most of the 
facilitating factors are seen as an impact on the quality of 
care, such as overall improvements in clinical outcomes, 
patient safety as well as providing high-quality care that 
is consistent and not impacted by a healthcare profes-
sional's state of mind or circumstances like fatigue. This is 
for the most part seen on an individual patient level, but 
some positive attitude is also expressed for the improve-
ment of overall population health [79] as well as access to 
healthcare services overall.

On the other hand, potential harm to patients caused 
by AI and the lack of human touch in healthcare provi-
sion are the most frequent hindering factors stated by 
healthcare professionals. Especially, healthcare profes-
sionals fear that AI applications might not be able to 
account for patient diversity, complex cases, and contex-
tual social nuances that may limit its clinical effectiveness 
as well as moral appropriateness in specific situations. 
There was uncertainty whether AI could incorporate 
important individual aspects gained through the physi-
cian–patient relationship [52], make complicated ethical 
judgments [29] or handle “corner cases” that are unex-
pected or unique [76]. This also includes worries that the 
data sets on which AI-models are being trained on are 
not representative of the population to which they are 
applied [61].

These hindering factors seem to reveal a contradic-
tion to the beliefs of healthcare professionals that AI can 
improve the quality of care by facilitating more person-
alized care. An advantage of using the SEM is its ability 
to reveal that by looking at one or both hindering and 
facilitating factors within the same dimensions can often 
address the same issue or uncover additional insights. It 
is seen as a key facilitating factor that AI has the poten-
tial to handle more complex cases by integrating and 
connecting multiple sources of information. This high-
lights that while AI is seen as capable of managing patient 
diversity and even reducing medical complexity, there are 
other aspects of diversity that AI is perceived to handle 
less effectively. Categorizing these factors according to 
the SEM levels thus provides a more comprehensive pic-
ture of facilitators and barriers of each dimension.

Furthermore, healthcare professionals are concerned 
that even with human oversight clinical errors might 
result from outdated or poorly programmed AI systems 

and pose risks to patient safety either by incorrect diag-
noses or leading to inappropriate treatments. These fac-
tors might be further exacerbated by the lack of clarity 
about the division of responsibilities in the clincal care 
process and the accountability of the outcomes thereof. 
These concerns are substantiated in the desire of many 
healthcare professionals to precondition the use of AI 
applications on clinical trials, with ideally large RCTs 
supporting the validity of its results [36, 38, 39, 42, 58]. 
Furthermore, the generalizability of such studies and 
tested AI applications need to be considered carefully. As 
AI or machine learning applications’ outcomes in medi-
cine can rely to a large amount on the data they receive 
for training, differences in genomic or environmental fac-
tors may influence disease patterns and the presentation 
of diseases. Thus, the development of AI applications 
should ideally be based on data from different ethnic 
groups and regionally tested to validate their efficacy 
[103]. Furthermore, RCTs of medical AIs may not always 
examine medical-biological mechanisms but rather orga-
nizational or procedural pathways in how diagnostic 
and therapeutic practices are changed. Thus, research-
ers should ensure that patient outcomes are stable across 
time, patient characteristics, and across clinicians of dif-
ferent specializations or levels of experience [104].

Limitations
Some limitations should be considered when interpret-
ing the findings of the present review. First, the included 
studies show that the actual implementation of AI sys-
tems in healthcare settings and clinics is still a work in 
progress. Even though in most quantitative studies par-
ticipants would state that they had either knowledge or 
use-experience of AI applications, this could not be veri-
fied or aggregated in a meaningful way. Thus, most of the 
findings of the healthcare professionals' perspectives are 
considered as not having experience with clinical AI. As 
mentioned elsewhere, there is a need for studies inves-
tigating AI applications in real-world clinical settings 
[105]. Second, a majority of the studies that were identi-
fied in this review are assigned to the disciplines of radiol-
ogy (AI-based radiology image analysis) or to unspecified 
general medicine (broadly defined as AI implementation 
in medicine). This may limit the generalizability of the 
findings to other medical fields, even though the per-
spectives of healthcare professionals from a total of 20 
different medical disciplines could be included. Also, no 
differences in facilitating and hindering factors could be 
identified looking at the type of AI. This is due to the fact 
that only four studies involving NLPM or RES could be 
identified, respectively. For further research it is critical 
to differentiate the type of AI as concretely as possible so 
that differences according to AI type can be more easily 
attributed. Also, a reviewer pointed out to us, that the 
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applied typology from Davenport and Kalakota [4] for AI 
in medicine might be slightly dated given the dynamism 
of the field. Yet, the typology remains widely cited in the 
scientific literature, establishing it as a relevant frame-
work.1 Nonetheless, future researchers could benefit 
from applying more recent frameworks that reflect the 
latest advancements in the field.

A possible limitation of this review is the inclusion of only 
three databases and the exclusion of grey literature, such as 
dissertations, reports, or conference proceedings, which 
could introduce publication bias. While including these 
sources might have broadened the scope of our review, 
the decision to focus on peer-reviewed primary research 
articles was made to ensure a high standard of method-
ological quality. Additionally, our review was restricted to 
studies published in English and German, which may have 
led to the omission of relevant research in other languages. 
However, only 22 out of 3,738 studies were excluded based 
on language before the title and abstract screening process. 
Although we cannot rule out the possibility that additional 
relevant studies exist, given the inclusion of 72 studies 
and the low proportion of excluded non-English/German 
studies, it is unlikely that that these limitations substan-
tially impacted the comprehensiveness of the review or 
altered our conclusions. Also, no quality assessment of the 
included studies was performed for this review, which may 
have led to the inclusion of lower quality studies.

Finally, while the use of the SEM constitutes a helpful 
framework to break down the complexity of perspectives 
towards AI into different hindering and facilitating fac-
tors, some limitations became apparent. First, choosing 
the levels to which a certain identified theme belongs was 
not always clear. For instance, expected “efficiency gains” 
through the use of AI technology could be identified at 
the individual, institutional and policy level. This diffi-
culty was approached by looking closer at the intention 
or aim of the given statement, thus, clarifying if efficiency 
realisations were meant to be for the healthcare profes-
sionals to become more productive personally, the overall 
workflow and processes at the patient care setting or if 
overall efficiency realisations could be accomplished at 
the healthcare systems perspective (policy level). When 
working with the SEM it is also difficult to gauge how 
factors at each level might influence each other [25, 106, 
107]. For instance, it might be of interest how a “lack of 
human touch” in the healthcare process impacts the doc-
tor-patient-relationship and, consequently, patient care 
outcomes. Especially for practical implementation pur-
poses identifiying these influences and interdependencies 
might be important where context is an essential fac-
tor. However, the current review aims at mapping these 

1 Number of citations are taken from GoogleScholar: 3,478 citations in total; 
2024: 1,220; 2025: 162 (last checked on 18.02.2025).

factors only. Future research might look into these ques-
tions in more detail.

Conclusion
In conclusion, this systematic review explored health-
care professionals’ perspectives on the factors that facili-
tate and hinder the use of AI in patient care. Overall, we 
found that healthcare professionals generally hold a posi-
tive view to adopt AI in healthcare and expect various 
positive impacts for the provision of health services to 
their patients. However, various hindering factors must 
be addressed and tailored to meet the specific needs of 
healthcare professionals and other stakeholders. The 
review also revealed that the implementation of clinical 
AI involves complex factors across different socio-eco-
logical dimensions. Therefore, it is crucial to take action 
at multiple levels to ensure the successful integration of 
AI in healthcare. Our findings can serve as a foundation 
for developing guidance for AI implementation across 
various stakeholders, from healthcare professionals to 
policymakers. Further research should focus on the per-
spectives of AI currently in use in healthcare settings and 
explore the differences in facilitating and hindering fac-
tors among various types of AI. It is critical that primary 
studies clearly specify the type of AI being examined. 
Furthermore, qualitative studies are especially important, 
as they can provide new insights from healthcare pro-
fessionals who already have experience with AI in their 
workplaces.
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